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Knowledge Acquisition from the Web

* The Web contains information,
proportioned into statements

* Each statement is chosen to
contain one single message

*We want to acquire knowledge
by gathering and analyzing
many different statements

How many statements do we
have to process in order to
learn a certain fraction of the
available knowledge?

Knowledge
Acquisition
Process

Example information

Amount of gathered information
= 3 (balls), amount of acquired
knowledge = 2 (colors)

“color=red”

An Urn Model

* An Urn is filled with
a balls

e Each ball has one out of
a, colors

*\We want to learn about
the diversity of colors

How many balls b do we
have to draw in order to
learn a certain number b, or
a certain fraction r,= b,/ a,
of different colors?
/

Model of Knowledge Acquisition from the Web
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Information Retrieval (IR)

Information Extraction (1E)

Information Dis-
semination (with

Process of Knowledge Dissemination and Acquisition by the Web

Information Re-
trieval & Extraction

(with recall r)

Information redundancy p)
c [ ... relevant (A)
= [~ ... retrieved (C)
1 ... retrieved and
relevant (B)
A A, A
Relevant Redundant represen-
unique or core tation of relevant
information information
Focus of IR and IE: Recall r = |B] /7 |A]

Knowledge Acquisition from the Web = IR + IE + II

complete)

B B,
Retrieved & Gathered relevant
extracted relevant core information
information

Information Inte-
gration (assumed

Focus of Knowledge Acquisition: Unique recall

re = 1Byl 7 1Al

)

Useful Notions

Redundancy (p)

Poive = 3

OO0

* 3 balls are blue

* Hence, redundancy p
of information
“color=blue” is 3

Redundancy Distribution

Different pieces of information

e Different colors have different
numbers of occurrences

e QOverall (or average) redun-
dancy is 3

* After drawing b=3 balls, we
saw b,=2 different colors

* Given a,=5 available colors,
we learned a fraction of 2/5

* Hence, our r is 2/5

Unique Recall (r,)

Different pieces of information
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Solution for Homogeneous Redundancy Distribution

Normalized Homogeneous Fundamental Unique Homogeneous Unique Unique Recall as
Redundancy Distribution Recall Formula Recall Graphs Random Variable
a = whole area X X
b = shaded area =3 1, with p=2, r=
r =b/a — 5“tha:dp9;h p(:rsc
= = 1, = 1-(1-0°
"B E(r,)=1-@-r) 1 - B
L 1
I — =2
(0] 1/p gjo
Fraction of ) — p=1 o
unique information 0 RZCSaI\ ! E Number of total units of relevant information
r, = shaded fraction of the Relation between recall and unique Unique recall formula as asymptotic
lowest layer of redundancy recall for different redundancies limit value of actual unique recall
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Solution for General Redundancy Distribution

Normalized General Generalized Unique Example Redundancy Corresponding Unique
Redundancy Distribution Recall Formula Distributions Recall Graphs

1
linear
== geometric
2p
5
Prmax i
T H -
1 Pmax i H g
! E(r)=1- ) a@-r) ]
; (r)=1- 3 a@-n) :
e - E p=10
Fmax % A homogeneous
linear
w—_geometric
° Fraction of uni Information v o o5 t
Do . action of nique Informatio Recal
a =1 la, = p
I I
i=1 i=1
3 example redundancy distribu- Resulting characteristic
tions in the continuous regime unique recall graphs
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Open Issue: Solution and Interpretation for Generalized Zipf Next Steps

* Solve generalized Zipf

Zipf as Commonly Found Example Zipf Redun- Yet Unknown Zipf * Understand implications of

Redundancy Distribution dancy Distributions Unique Recall Graphs transitions from discrete to
continuous regime

* Analyze errors due to gen-
eralizations of redundancy

Many findings suggest that

redundancy of actual infor T Tomogeneous : ‘ * Simulate with real data to
- ! linear . . .
. - H = geomenc verify predictive power
mation follows a generalized af = 3;73@33; \ fyp P /
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